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Disclaimer

This report had to be written at fairly short notice without adequate amount of time to consult with other experts. It is unavoidable that some involuntary errors, incorrect and/or outdated information may have crept-in. The various comments and predictions that have been made are our own and have not been endorsed in any formal or informal way by the CERN management. The forecasts are very likely to be overtaken by events very soon, as was the case with those of the previous NT3-96 report. Indeed, the big Telecommunications and Internet “revolution” is changing the world in a way that no one can predict. 

1. Executive summary 

The main conclusions of the NT3 team are as follows:

· The technology should deliver the performance and functionality required by LHC, for both on-site and off-site networking.

· Price projections indicate that, although the cost of long distance telecommunication circuits is decreasing steadily and rapidly,  current external networking budget levels are very unlikely to be sufficient to allow 622Mbps links between CERN and LHC regional computer centers by 2003-2005. It is recommended to consider a major increase of these budgets (i.e. by a factor of 3 to 5).

· The technologies involved will include ATM, SONET/SDH, WDM for wide area networks, Ethernet hierarchy for the campus network, and IP Internet.

Meeting the LHC requirements

· In 1996 it was foreseen that the technology could deliver 2 to 5 Gbps on-site by 2005. At the time of writing, CERN already operates router interconnections at 2 Gbps.

· Wide-Area Networking (WAN) technologies are evolving very rapidly thanks to the very fast progress of optical fiber transmission and to the phenomenal growth of the Internet (factor 10 per year), and data networks.  Whereas there is no doubt that the LHC bandwidth requirements can be met, appropriate budget levels must be established. Significant amount of work remains to be done on ways to distribute the applications. 

Layer 2 technology

· In terms of layer 2 technology, the relative importance of ATM will decrease as the technology does not scale to very high speed (i.e. 10Gbps and beyond), the SONET/SDH layer as well as the WDM layer will be accessed directly.  It is possible that new forms of encapsulation (e.g. MPLS), making it easier to implement Virtual Private Networks (VPN) and to deliver Quality of Service (QoS), will appear.  

· On-site, the architecture will still be based on a hierarchic model with a high performance backbone surrounded by slower technologies. The peripheral technology is likely to be very fast (100-1000 Mbps) switched Ethernet or some equivalent option. The recent evolution of the Ethernet hierarchy has had unexpected consequences on the available bandwidth on-site. The impressive reduction of prices is expected to continue. 10-Gigabit Ethernet should be available by the year 2002. Switching capacities in 2002/2005 are extremely difficult to predict, as it will result from a combination of economical factors and technological breakthrough.

Internet technology (layer 3)

· The IP technology and the associated end-to-end Internet protocols will remain the main communications technique used in the end-systems over the coming 15 years. However, the growth of the Internet as well as the need for stronger security is stretching various aspects of the technology to its extreme limits. It is certain that major adaptations will need to be made, it is not clear that IPv6 is the answer. New mechanisms, such as RSIP (Realm Specific IP), could extend the useful lifetime of IPv4 quite considerably.

· NT3-1996 prediction regarding high-speed routers on-site was accurate. This “revolution” happened faster than expected. It is not foreseen that the next generation router will arrive before 2005.

· However, NT3-1996 grossly underestimated the explosive growth of the Internet and the difficulties of scaling routers to very high speeds (i.e. 10 Gbps and beyond). 

Internet use

· On-site, the new generation of routers and switches will provide Quality of Service (QoS) on a limited scale by 2000. Generalized QoS should be available by 2004.

· Community Internets (where all routers are under the control of a community, such as the physics community) are able to guarantee QoS at the application level, Research and Education Networks may be able to offer QoS guarnatees (e.g. differentiated services)  by 2001.

· Public Internets will not guarantee QoS at the application level by 2005, except possibly between their direct customers.

· The medium term future of research networks worldwide is unpredictable:

·  In case they do survive and even become stronger, it is not impossible that the bulk of the LHC requirements can be met by very high bandwidth connections to such an infrastructure (e.g. 2.5 Gbps (CERN), 622Mbps (LHC regional centers), etc). 

· Otherwise, a mixture of public and private Internet solutions will continue to be needed in order to provide the requested level of service to the LHC regional computer centers, at least. 

Although special purpose solutions have the advantage to be more easily tailored to the needs of the LHC community, they have the disadvantage to be inherently more expensive (i.e. factor 2, at least).

Applications

The predictions of NT3-1996 are still valid.

By the time that LHC starts,

· fast file transfer

·  will reach 1 Gbps (host to host on LANs), with inter-switch links at 10 Gbps.

· will continue to be problematic on WANs and will therefore require lot of attention and tuning.

· Integrated Computer Supported Cooperative Work (CSCW) environments will be ubiquitous. Much better quality video will become commonplace.

· Multicast technology will continue to evolve, and may be available by the time the LHC starts. 

Home market trends

· Home markets will continue stimulating progress in transmission encoding, electronics, and cheap high-speed interfaces (ADSL over copper wires, send and receive satellite antenna, home ATM, hybrid fiber coax (HFC) cable TV modems and interfaces).

2. Forecasts on Switched Ethernet

2.1 Transport technologies

In 1996 the available networking facilities were limited to 10Mb/s Ethernet and 100Mb/s FDDI. In this context NT3-1996 was mainly focussing on ATM, which was then seen as the only high-speed backbone technology that would meet LHC requirements.

The status in 1999 is that ATM has not significantly penetrated the LAN/MAN field and it is likely that it never will.

Since 1997 it has become clear that the new Ethernet hierarchy can fulfill the LHC requirements. The impressive development and deployment of 100BT (Fast Ethernet) and Gigabit Ethernet have put the Ethernet hierarchy in the position of being the  alternative to ATM. 

To understand this major change, it is interesting to compare the evolution of Ethernet and ATM transport technologies:

· One of the main argument for ATM in 1996 was that it had a transport hierarchy (OCxx) that, de facto, was opening  its scaling to higher speeds. 

· Today the existing Ethernet hierarchy can be used in the same way.

The speed convergence between the two technologies could happen in 2002 where OC192 could be matched with Ten-Gigabit Ethernet. 

There is some currently some debate on whether OC192 could be used to transport Ethernet frames, thus allowing some savings. It is not yet clear  whether this will happen or not.

By now it is possible to announce that Ten-Gigabit Ethernet (the next step in Ethernet hierarchy) will be available  by 2002. The big unknown is  the real demand of the market behind the 10-Gigabit initiative. Unless a “killer application” speeds up the process, a conservative view of the impact of this initiative  is that Ten Gigabit Ethernet will only be deployed as a switch interconnection on big campus backbones; as a consequence of this, the price will remain high, and will only decrease slowly. 

Technology
Standard published in

Ethernet (10 Mbps)
1980

Fast Ethernet (100 Mbps)
1994

Gigabit Ethernet (1000 Mbps)
1998

Ten Gigabit Ethernet (10000 Mbps)
2002

The table above shows that if the evolution of the Ethernet hierarchy continues at the same pace as in the past years, then in 2006 we should see 100-Gigabit Ethernet coming into the scheme. 

This is indeed an optimistic prediction as:

· Existing switching capacities will not be able to follow  unless a major technology breakthrough  happens, 

· nobody really knows today how to built a 100-Gigabit Ethernet port . Very interesting work is being done in the fiber and WDM areas, but all these works are based on multiplexing, the main goal being to increase the transport capacities of the world wide fiber networks. 

For many years the campus networks requirements have imposed on the network devices the capability to handle multi-protocol . Eventhough some of these protocols are still heavily used today (like IPX), all networks slowly converge to only one communication protocol: IP. 

At CERN, the use of IPX, DECnet, AppleTalk and others is still far from being negligible, and it is more than likely the network will have to support multiple protocols for  many years.

2.2 NICs and desktop switches

By  2002, it is more than likely that the end systems embedded NICs will all be 10/100 Mbps Ethernet and thus can be considered as zero cost. By the way the price of the NICs has already reached what can be considered  as a minimum (100 CHF), furthermore some NICs manufacturers state that 10Mb Ethernet will become marginal by 2005.

Even more interesting, only 18 months after the beginning of the Gigabit Ethernet initiative:

· Gigabit Ethernet interfaces to interconnect 10/100 Mb Ethernet switches were available,

·  the first Network Interface Cards (NIC) appeared almost at the same time. In addition an drastic price reduction has happened in the past 18 months (from 1500 CHF down to 550 CHF).

The impressive development of Fast Ethernet has triggered a high demand for 10/100 Mb switches in two areas:

· Desktop switches, for which price per port is the key criterion, and where one can accept some level of blocking (e.g. 2 Gbps of switching capacity for 24 10/100 ports). In most of the cases these switches are not able of driving an up-link port at 1 Gbps at full speed.

· Backbone switches, for which performance is the key criterion and which therefore, are non-blocking, with large amount of buffering (expensive fast memories). Many switches of this class also offer some level of Layer 3 switching.

It is foreseen these two classes will merge by 2002/2005: desktop switch prices which are currently decreasing, will stop decreasing, but overall performance will increase.

The evolution of Gigabit Ethernet switches prices is not so easy to predict as Gigabit Ethernet on copper UTP5 (called 1000Base-T, already a standard 802.3ab, and first products next year) will become available very soon. Undoubtedly, this will ease the deployment of this technology up to the “desk” which, in turn, will drive a reduction of the cost.

Furthermore the large deployment of Gigabit Ethernet will push forward the demand for high density Gigabit Ethernet switches.  It is likely that the scenario which happened for Fast Ethernet may happen for Gigabit Ethernet as well. This statement should be moderated as this scenario may be delayed by the switching capacity of these devices, and the price of the switching matrices (see below).

With the introduction of 1000BaseT we can expect that by 2000 onwards, the prices of Gigabit Ethernet (NICs and desktop switches) will drop by 20 to 40%. While the cost ratio between Fast Ethernet and Gigabit Ethernet is expected to be 4, the predicted cost ratio between Gigabit Ethernet and 10-Gigabit Ethernet will probably start at 7, dropping to 5 in 2005. 
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All prices exclude maintenance and support costs and presuppose switches with adequate functionality (management, etc).


[image: image2.wmf]NICs cost in CHF

0

200

400

600

800

1000

1200

1996

1998

2000

2002

2004

100 Mbps desktop host card

1000 Mbps desktop host card



[image: image3.wmf] Switch port costs in CHF

0

500

1000

1500

2000

2500

3000

3500

4000

4500

1996

1998

2000

2002

2004

100 Mbps desktop switch port

100 Mbps backbone  switch

port

1000 Mbps desktop switch

port

1000 Mbps backbone switch

port


Gigabit Ethernet as a host attachment is currently not as efficient as it could be. Solutions need to be worked on allowing host CPUs to use this attachment more efficiently. Indeed the high number of interrupts per second required by the first generation adapters reduces the usable bandwidth to some 400 Mb/s. NIC manufacturers are busy working on this issue and two main directions are being investigated: 

· Intelligent host adapters that will improve the data transfers between the adapter and the CPU. This requires a redesign of the Operating system interfaces. It is very likely the first NICs of this type will be available by 2002.

· Jumbo frames (9kB or more per Ethernet frame). It is very unlikely that this initiative can resolve the very complex issue of backward compatibility with standard Ethernet equipment. This also breaks the model in which the packet format is preserved amongst various medium speeds, and would therefore imply a very significant cost increase in the network switches (packet fragmentation).

Considering the difficulties that have to be faced to make a Gigabit Ethernet NIC working efficiently, we can foresee Ten Gigabit Ethernet  may be limited to switch or router interconnections at least until 2005.

2.3 Switching capacities

Gigabit Ethernet had a major impact on the switching technologies giving rise to unprecedented switching capabilities (128 Gbps in 1999) as well as very low prices compared to FDDI or ATM. 

To understand the key issues for switching, the drawing below sketches the arrangement of a modern network switch: 
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A- Switch PHY (ports): 

This component deals with the medium control and has been discussed in previous section

B- L2/L3 processing

A major evolution of the router technology has taken place in the past few years: CPU-based routing has been replaced by hardware-based routing (ASICs) This evolution had a drastic impact on the router switching capacities as well as on its price.

In fact, between 1996 and 1999 the routing capacity has been multiplied by 32 while the price per packet has been divided by 12! 

Performing Layer 2 processing/switching at Ten Gigabit speeds on a port does not seem to be a major issue. On the other hand Layer 3 processing at that speed will require a new generation of ASICs . Indeed each port has to process a maximum of about 30 millions packets per second and such a performance is hardly achievable  with today’s ASICs at a reasonable price. 

The situation is rather confusing today as some manufacturers have announced  that they have achieved such performance (for example Nexabit, but at a price of 250 kUS$ per port!), while some others say this won’t be possible before 2006.

 What  is most likely to happen is that starters will achieve this by 2002 as if they don’t, the deployment of Ten Gigabit switching on the campus backbones will be delayed,  or the current network models will have to be redesigned!!! 

C- Switching matrices
The appearance of Ten-Gigabit Ethernet in 2002 will require a new generation of switches, and we can anticipate that

· The first generation of concentration switches (L2/L3) will have 10 to 20 Gigabit Ethernet ports with one or two up-links at Ten Gigabit Ethernet

· The first backbone switches will have 10 to 20 Ten Gigabit Ethernet ports (200 Gbps switching capacity)

The aggregate capacity of the switches in 2005 is extremely difficult to predict:

· Some manufacturers announce: “A fully non-blocking 640 Gbps switch is not expected to be commercially available before 2006, (the same device doing routing not before 2010)”

· Some others claim that  they already ship products scaling at several tens of Terabits/s for large Internet Service Providers.

 The only thing which is certain in this field is that a real demand exists for very high switching capacities in the Internet Service Providers backbones (see chapter 3) but the solutions in use in the ISP world can not to be directly applicable in the MAN/LAN world: the key element is the cost of such devices which is generally more than one order of magnitude higher than what one would expect on a MAN/LAN. 

However, to put this issue in a proactive perspective, one can expect the following scenario to happen:

· some manufacturers should succeed in implementing what they have announced,

· the feasibility of such high speed switches will have been then demonstrated, 

· if the MAN/LAN market requires similar switching speed, the MAN/LAN devices manufacturers will catch up the technology and reduce the cost of these solutions to what can be accepted in this field of application.

What is the MAN/LAN market demand likely to be? Let us take CERN as an example: assuming that all desks are connected at 100Mbps in 2005, that the number of connections rises to 20’000 (15’000 today), that all central servers are connected at Gigabit Ethernet, and that the complete system is non blocking (which makes no real sense), we end up with a total switching capacity of about 2 Terabit/s (only!).

In summary, the three main criteria to consider when predicting the switching capacities in the 2002-2005 timeframe are:

· The impact of Ten Gigabit Ethernet ports on switching capacities

· The applicability of “ISP class solutions” to MAN/LANs, and at which price

· The appearance of a “Network Killer application” that would increase the demand for much higher speeds on LANs.

Non Blocking aggregate switching capacities in Gbps ports
1993
1996
1999
2002
2005

Maximum bit rate between two Ethernet switches on a single link
0.01
0.1
1
10
10

Aggregate switching capacity, conservative
0.2
2
64
500
1000

Aggregate switching capacity, optimistic
0.2
2
64
1000
10000
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3. Forecasts on ATM technologies and services
3.1 - Summary 1996

“The ATM technology is expected to form the basis of the wide-area telecommunications operators. ATM  links will soon operate at OC48 speed (2.4 Gbps) and 10 Gbps are in sight. Operators will keep offering permanent or semi-permanent ATM circuits/paths as a flexible and higher speed alternative to leased circuits. However, in Europe — except in a few countries including the notable case of Switzerland — , the cost of such circuits is unlikely to drop dramatically before 1999. After the full deregulation, costs of circuits should start to significantly decrease by 1 and possibly 2 orders of magnitude by the year 2005.

The vision of an all-ATM world where end-systems, LANs, and WAN all employ the ATM technology is however cloudy. Analysts predict that the cost of ATM desktop cards will remain notably higher that that of other LAN technologies including fast Ethernet (view not shared by all members of the working group). ATM provides however an alternative to existing LAN backbone technologies. In addition, the intrinsic fast switching capabilities of ATM makes it  a technology of choice for DAQ related networking.

A major theoretical advantage of ATM for WANs is the capability to guarantee grades of service. This is however shadowed by the not-yet-mastered risks of congestion — in particular in the “Available Bit Rate” mode —and the overall inefficiency of the technology. A key issue lies in the mapping between IP flows (or grouping of flows) and ATM virtual circuits. Another issue is the lack of native ATM applications capable of actually setting up circuits with varying quality of service. As a result, ATM for WANs is likely to be more used as an economic, and flexible way of setting-up point-to-point circuits, than as switched technology where calls are set-up on-demand (view not shared by all members of the working group).”

3.2 - Status 1999

The 1996 network technology tracking exercise was done at particularly difficult times, where ATM was a rather (almost) undisputed solution in high speed Wide Area Networking (WAN) environments, e.g. large Internet backbones, and was still a serious contender in Local Area Networking (LAN) environments. 

With respect to LANs, the prospect of using ATM as an FDDI backbone technology replacement was rapidly killed by the very impressive adoption and penetration of Fast Ethernet and Gigabit Ethernet technology and products and therefore needs no further  discussions.

Regarding WANs, the most compelling reason for the deployment of ATM switching equipment in Internet backbones from 1996 onwards, has been the lack of mature products for the new emerging, technologies such as Packet Over Sonet (POS) and/or Wave Division Multiplex (WDM), at the required speeds, i.e. 622Mpps (OC-12c). 

Therefore, apart from a few Internet backbones (e.g. Sprint), there was a massive deployment of ATM equipment in Internet Service Providers (ISP) backbones during the years 1996-1997, which led to the  “ATM switch based core” model instead of the, then prevailing,  “IP router based core” model. 

“ATM switch based cores” have clear advantages over “IP router based cores” with respect to traffic engineering, but they also have some obvious drawbacks as there is no communication between the IP and ATM layers that, therefore, need to be managed separately.

Since 1998, it is quite clear that ATM router interfaces have not kept pace with the latest increase in optical bandwidth. The fastest commercially available ATM SAR (Segmentation And Re-assembly) router interface is OC-12. OC-48 POS router interfaces are available today, whereas OC-48 ATM router interfaces are unlikely to be available in the near future. OC-192 POS interfaces (~10Gbps) may be available for routers, but OC-48 ATM router interfaces may never be commercially available because of the expense and complexity of implementing the SAR function at these high speeds. The intrinsic limits in SAR scaling means that it will be increasingly expensive to support ATM based Internet backbones. It is fair to acknowledge that ATM designers probably never envisaged the technology to be used in that manner, namely with traffic aggregation mostly done through routers rather than ATM switches.

Anyhow, even though ATM is still very far from falling into disuse, in particular as a backbone technology but also as an access technology, the role of ATM in very high speed Internet backbones (i.e. OC-192c (10Gbps), OC-768c (40Gbps)) is indeed highly questionable:

· the suitability for very high speed packet transfer mode is doubtful,  unless the much spoken Frame-ATM mode of operation becomes a reality (i.e. would avoid the SAR process).

· the overhead with typical  Internet packet sizes is excessive (i.e. 20% ATM cell tax), 

· the likely lack of suitable router interfaces at the required time, which implies more expensive hardware deployments in order to build large Internet PoPs (Point of Presence), 

· the complexity of operating mixed technology backbones. 

New protocols are therefore needed, in order to ease the traffic engineering problem on conventional Internet backbones while at the same time freeing the service provider from the limitations of destination based routing (i.e. all packets to the same destination are routed over the same route), thus enabling new services to be implemented (e.g. Virtual Private Networks (VPN), Quality of Service (QoS) guaranteed paths for specific applications (e.g. multicast, video-conferencing), etc). 

MPLS (Multi-Protocol Label Switching) is an emerging IETF standard that is gaining momentum, even though it is still too early to predict its success.

MPLS is a recursive encapsulation mechanism that can be mapped over any layer 2 technology, e.g. POS, but also ATM. In some way, MPLS can be seen as an instance of "Frame-ATM", i.e. fast "packet mode" forwarding technology, based on labels with local significance instead of global destination IP addresses.

MPLS offers tremendous flexibility in the way packets are forwarded along, so called, Label Switched Paths (LSP). The major difference with IP is that paths are no longer necessarily associated with the destinations.  

In order to establish paths, and therefore to enable layer 2 and 3 of an MPLS network to communicate, there are two contending protocols, RSVP (Resource Reservation Setup Protocol) and LDP (Label Distribution Protocol).  

In summary: 

Major Internet backbones are still largely based on ATM technology  (Packet over ATM, and ATM over SONET). It is expected that they will (slowly) migrate to packet over SONET and/or packet over fiber (WDM), and therefore that the relative importance of ATM in public Internet backbones should  start to decrease. 

One cannot exclude that viable alternatives to ATM cell based mode of operations. e.g. Frame-ATM, maybe Frame Relay even, may become available.

It is likely but far from certain that MPLS will play an important role. 

3.3 - ATM in Internet service providers backbones today

A, supposedly, major advantage of ATM was the wealth of Class of Services offered that should have made it possible to accommodate synchronous as well as asynchronous traffic on the same infrastructure (Broadband Integrated Services Data Networks (B-ISDN)). Unfortunately, the complexity of the ATM standards and of its associated signaling protocols (i.e. UNI, NNI, PNNI) is such that very few service providers offer the most interesting options (e.g. switched virtual circuits (SVC) or Available Bit Rate (ABR)).  In practice, ATM is often used to build point to point circuits using CBR (Constant Bit Rate) or either variants of VBR (Variable Bit Rate), i.e. real time or non-real time. Other ATM classes of service, e.g. ABR (Available Bit Rate) are unlikely to be widely deployed, except in managed data networks, ATM SVC (Switched Virtual Circuits) are even less likely, especially across independently managed ATM networks, despite their potential usefulness.

Despite all these drawbacks, it is interesting to remark that, in Europe, in particular, the majority of the National Research Networks (NRN) still rely on ATM to provide high speed connectivity (155Mbps-622Mbps) to their members (e.g. DFN (Germany), GARR/INFN (Italy), RENATER (France), SWITCH (Switzerland). Even more significant, TEN-155, the, DANTE provided, European Union funded 155Mbps, Trans-European Network backbone that interconnects most European NRN) is ATM based. In addition to its IP/ATM NRN interconnection service, TEN-155 also offers a Managed Bandwidth Service (MBS) whose aim is to provide bandwidth on-demand end to end (i.e. across NRN boundaries), possibly using more advanced ATM class of services, e.g. ABR,  SVC. It is fair to say that, although MBS is a very useful and very well appreciated service, it has not yet met its original targets.

Because of the attractive pricing of ATM, in general, and of its VBR-nrt variant, in particular, but also because of the flexibility and the additional reliability brought by ATM for service provisioning, a significant fraction of the transatlantic Internet access circuits used by the European academic community still uses ATM (e.g. CERN, DANTE, DFN, RENATER, SWITCH).

3.4 - ATM in Internet service providers backbones tomorrow

As noted earlier, it is somewhat surprising to see the importance of ATM in large US Internet backbones today. 

However, the explosive growth of the traffic over the public Internet is unlikely to leave much choice to most ISPs, namely: a gradual move to IP Packet over SONET (POS) or IP over WDM, because of the availability of higher speed router interfaces and the lower operating costs . 

Cable & Wireless (C&W), the owner of one of the largest Internet backbones, seems to be one of the exceptions with their recently announced plan to deploy a nation-wide backbone with Quad-OC-192 (4*10 Gbps) links over dark fibers provided by Level3 Communications, with Juniper M40 routers and Fore ASX-400 switches (latest generation of Fore ATM switches with OC-48c router interfaces and integrated WDM equipment). 

4. Forecasts on IP-related technologies and services

4.1 - Summary 1996

“It is expected that the Internet IP technology will remain the basis for HEP wide-area networking, and also the major end-to-end level 3 protocol — for both local and long-distance networking — over the coming 10 years. In particular, IP routers will not disappear, even in the most optimistic scenario of the ATM deployment. The switching capacity of routers will keep increasing, to several million pkt/s by the early 2000’s. Community Internets (under the control of one community) will be progressively able to better support performance guarantees, thanks to the use of fair/priority queuing and reservation techniques. Performance guarantees on the public Internet will remain poor.

The major factors affecting these predictions include: the precise role of RSVP, the impact of IP access servers, the impact of priority queuing  techniques on IPv4 networks, and the political and economical solidity of the Internet. There are also a number of known bottlenecks or expected difficulties: 

· the migration to IPv6 will be a difficult and manpower-consuming operational process,

· the size of the routing table may soon reach its limits, 

· more oscillations of routes in the public Internet are expected in the coming years, 

· it will be difficult for IP over ATM to exploit the ATM Quality-of-Service capabilities, 

· and the likely coexistence of a dual stack in end-systems (IP over ATM,  and native ATM) will not be easy to master.“

4.2 - Status 1999

Apart from the excess of optimism regarding real deployments of RSVP, IPv6 and native ATM applications, the 1996 predictions have been quite right. The size of the routing tables is still a concern, however the Internet is far from collapsing. Although the Internet Engineering Task Force (IETF) has elaborated diffserv (differentiated services), an alternative to the intserv (integrated services) model that relied on RSVP for providing Quality of Service (QoS) on the Internet, not much has yet happened in terms of large scale operational deployments. 

Therefore, it is still the case that QoS can only be achieved in a reliable and predictable manner over “community or private” Internets and local networks (LAN).  

Much of this report is devoted to issues regarding the public Internet as the long term future of the dedicated infrastructure made available to the research community around the world is far from clear, therefore, the evolution of the public Internet is key to our community as well. In addition, it will always be the case that a more or less important subset of the HEP community will only be reachable through the public Internet.

4.3 - intserv/diffserv

Best effort, “hop-by-hop”, IP forwarding is still the prevailing way of transporting packets across the public Internet. Although this remains tolerable for the majority of users, the advent of more commercially oriented Internet services with Service Level Agreements (SLA) makes it absolutely essential to offer different QoS to specific applications and/or customers who are willing to pay more. 

Thus, QoS is definitely a pre-requisite if the Internet evolves as the universal multi-service network. 

The development of the intserv architecture was motivated primarily by the need to support IP multicast and real-time services (e.g. audio/video conferencing, webcast, IP telephony) that are sensitive to packet losses, delay and delay variations (jitter). 

Intserv is an end-to-end architecture that therefore requires modifications to hosts as well as to routers, in order to support the new required mechanisms, namely:

· RSVP, signaling protocol for establishing the path,  

· Call Admission Control (CAC) to establish whether the request can be granted, also called bandwidth broker in the diffserv model,

· packet classification (marking), 

· policing of flows, 

· forwarding of packets according to their flow characteristics.

The intserv architecture was obviously not designed for large scale deployment in all public Internet routers but rather for specific environments (e.g. Intranets, small ISPs, point to point links). intserv bears lot of similarities with ATM and a subset of it can be mapped to ATM. 

The RSVP protocol was carefully specified to allow easy extensions (opaque objects) and can therefore be used in other contexts than those originally foreseen, e.g. user to network signaling, establishment of paths inside an MPLS network, user to bandwidth broker communications in diffserv networks. 

Most modern routers support RSVP, and there are also a number of RSVP capable applications (e.g. VIC, LBNL’s video tool).   

In contrast, the diffserv architecture, which had the same original motivations as intserv, is very simple, i.e. reuse (but re-define) the existing IP packet Type of Service (ToS) byte, and move the complexity of packet classification, marking and policing to the edge of the network. 

Both intserv and diffserv support several classes of services:

· Guaranteed Service and Controlled Load (intserv), 

· Expedited Forwarding (EF) and Assured Forwarding (AF), i.e. 4 classes of relative forwarding behaviour (i.e. priority) with 3 levels of Drop Precedence (DP) within each class.

In order to support the intserv and diffserv architecture, sophisticated mechanisms need to be implemented in the routers to classify and police the traffic. These mechanisms are known as: RED (Random Early Detect), WFQ (Weighted Fair Queing), CAR (Committed Access Rate), CBQ (Class Based Queues). They all have in common to be complex and difficult to implement, especially in ASICs, at very high speed. 

It is likely that diffserv will somehow make its way in some Internet backbones and possibly in some LAN environments too, but there are still many unforeseeable difficulties ahead, e.g.  interactions between diffserv and TCP congestion avoidance mechanisms are far from being completely understood.   

In view of the clear downwards trends of circuit costs, it is not completely impossible that today's most common (and only) approach to QoS, which is to over-configure the network, will perpetuate itself.

4.4 - High speed file transfers

Whereas Gigabit/second file transfer using TCP can easily be achieved in “clean” environments, i.e negligible packet losses and small TCP round trip times. The actual TCP throughputs achievable across the public Internet in the face of periodic packet losses and high latency paths are very disappointing (i.e. less than 100KB/s is normal, 200KB/s is the best one can hope for). 

In his paper, “The Macroscopic Behavior of the TCP Congestion Avoidance Algorithm”, Matthew Mathis from the Pittsburgh Supercomputing Center proposes the following formula to approximate the maximum TCP throughput under periodic loss: (MSS/RTT)*(1/sqrt(p)), where MSS is the maximum segment size, 1460 bytes, in practice, because of Ethernet, and p is the packet loss rate. 

What the formula shows is the extreme sensitivity of achievable TCP throughputs in the presence of, even small, packet loss rates (i.e. less than 5%). 

Another well-known problem is the size of the TCP window. Unless hosts are specially configured with large TCP window sizes, the maximum window size of 64KB is completely inadequate in, so called, long fat networks (lfn) environments. 

For example, on CERN’s 20Mbps transatlantic link, the RTT  to SLAC and CALTECH is around 170msec. Thus, a window of 425KB would be required (i.e. bandwidth*rtt), in order to transfer files at link speed. 

Although selective acknowledgments (SACK) mechanisms have been proposed to alleviate the effect of packet losses when very large TCP windows are used, there are still very few working implementations. 

The combined effects of packet losses and the small size of the default TCP window, will certainly affect the LHC community. However, there are probably very simple workarounds like splitting large files in small chunks and transmit as many chunks as necessary, in parallel, in order to fill the pipes. And, it may also be the case that more efficient ways of distributing (some of ) the LHC data via Broadcast, Multicast, or multicast like, technologies will become available.

High speed file transfer on large bandwidth*delay routes (e.g. transatlantic), using standard TCP implementations, are problematic and will require lot of attention.

4.5 - State of the Global Internet 

4.5.1 – Internet Architecture Board (IAB) workshop 
The IAB recently held a workshop in Utrecht whose goal was to discuss the current state of the Internet network Layer and the impact various, either currently deployed or future, mechanisms and technologies might have on the continued growth and usage of the Internet. 

A summary of the workshop has been published as an Internet draft (draft-ietf-iab-ntwlyrws-over-00.txt) and is available at:  http://www.ietf.org/ietf. 

The main outcome was that, although the IPv4 based Internet is not on the verge of collapse,  its lifetime is indeed limited, therefore, something needs to be done in order to stop its worrying level of fragmentation, restore end to end transparency, and allow easy re-numbering, in order to ensure stability of the routing system. 

IPv6 may be the solution although its level of penetration, due to the lack of applications, in particular, but also to the fact that not all the necessary standards have been defined, has been rather disappointing, so far. 

Regarding problems caused by NATs (Network Address Translator) and the embedded ALGs (Application Level Gateways) without which a number of applications would not be possible (e.g. FTP, H.323, Real Audio), RSIP (Realm –Specific IP), a new proposal allowing hosts to dynamically borrow globally routable Internet addresses has very well received, so far. 

In the short term, RSIP seems to be the best solution as it solves most of the problems caused by NATs. 

RSIP, as well as NATs, could also be used to facilitate transition to Ipv6.

4.5.2 – Evolution of Internet backbone trunks 

Regarding Internet backbone trunks, there are convergent informations  that OC-48c (2.5Gbps) is already there, and that OC-192c (10Gbps) is coming via TDM or WDM, but also as direct interfaces in some routers. What comes after OC-192 is more difficult to predict. 

If  the core of the Internet backbones really requires 10 fold speed improvement each year, which is a bit hard to believe, then OC-768 (40Gbps) etc , i.e. Terabits/second may be needed soon. Some people think, probably rightly so, that the bandwidth requirements are at the edges of the network and to a much less extent in the core. To take an example, 25 Million American households each connected at 4Mbps mean 100 Terabit/second worth of access capacity, a rather impressive figure indeed, but not something impossible to achieve by 2005. However, this aggregate access capacity does not need to be transported on Terabits/second core networks, as the networks of the future will be structured to bring content closer to the end user by using intelligent caching and mirroring techniques, also multicast may work eventually, especially in limited areas (e.g closed user group). 

In addition, much of the anticipated growth is probably for private data networks which could be implemented on the same transport infrastructure as the public Internet, but does it really make sense and is it absolutely necessary?

In any case, generalized use of dark fiber and TDM/WDM equipment will, make co-existence between the various generations of networks and services possible and affordable.

4.6 - State of National Research Networks

The future of National Research Networks (NRN) is far from being clear and deserves some discussion, as it is of crucial importance to the LHC program that CERN is well connected to them.

In Europe, NRNs take care of:

· communications between their members, 

· communications with other NRNs via the DANTE provided, TEN-155 backbone.

· connection to the public Internet, 

· connection to the rest of the academic and research community worldwide,  through the public Internet.

CERN is sharing a 155Mbps access to TEN-155 with SWITCH and contributes 25% of the cost. It is worth noting that the TEN-155 access costs are about 50% lower than the transatlantic ones.

In the USA, following the demise of NSFnet in 1995, there is no notion of a nation wide network for research and education, the prevailing model is quite different, namely: 

· Large universities are multi-homed with one or more connection to commercial ISPs and another connection to either a regional network (GigaPoP) itself connected to other GigaPoPs via a very high speed backbone (e.g. Internet2/Abilene), or a connection to the vBNS (NSF funded backbone). 

· The smaller universities and the schools are connected via commercial ISPs.

Which of the North American or European model will prevail is not clear at present, as there are good arguments in favor of either one. For various reasons (e.g. scaling, cost sharing, fair pricing, single provision), the single Internet plug model may not be sustainable for ever. 

The needs of the HEP community are not fundamentally different from those of normal Universities involved in genuine research programs, except the scale of the communications between the experimental sites and the data processing centers. However, because of its size and its geographic distribution, in particular, the HEP community is a very interesting test bed for large scale multicast and remote collaborative work experiments. 

It is interesting to note that, for the last 5 years, CERN uses a combination of public and private Internet to satisfy the transatlantic communication needs of its users. For example, we use C&W data networks to provide a long haul circuit between CERN & Chicago. From the Chicago there are two “legs”:

· one T3 connection to the commodity Internet via C&W’s Internet service, 

· one STM-1 connection to the NSF funded Internet Exchange Point in Chicago dubbed STAR TAP (Science, Technology and Research Transit Access Point) that allows to connect to US federal networks (e.g. ESnet, Nasa) as well as to the vBNS and Abilene (i.e. US advanced research networks), and also to their international counterparts (e.g. in Canada and Japan).   

In the long term, the ideal situation is clearly that the existing model, i.e. NRNs interconnected via a suitably high speed pan-European backbone, continues to exist and is even “augmented”, in order to provide “first class” connections to their world wide equivalents in America, Asia and elsewhere. 

Although this is not impossible by any means, it is probably a dream that is unlikely to happen because of the very different visions that exist on both sides of the Atlantic.

5. LHC Bandwidth Requirements

Various studies, in particular NT3-96, have come to the conclusion that Gigabit per second links between CERN and LHC regional centers will be necessary by year 2005, in order to implement the, so called, distributed model. 

The MONARC LCB project (http://www.cern.ch/MONARC/docs/pap.html) is extensively studying issues around the LHC regional centres model..

The Bandwidth Requirements Summary below, expressed in Mbps, have been borrowed from Harvey Newman’s  ICFA Network Task Force Requirements for HENP report, available at http://l3www.cern.ch/~newman/icfareq98.html. They imply that  state of the art LAN infrastructures are deployed, in the various LHC collaborating institutes, much before year 2005 

Year


1998
2000
2005

BW Utilized Per Physicist

(and Peak BW Used)


0.05 - 0.25

(0.5 - 2)
0.2 – 2

(2 - 10)
0.8 – 10

(10 - 100)



BW Utilized by a University Group


0.25 - 10


1.5 – 45
34 – 622

BW to a Home-laboratory

or Regional Centre


1.5 - 45


34 – 155


622 – 5000

BW to a Central Laboratory

Housing One or More Major Experiments


34 - 155


155 – 622


2500 – 10000

BW on a Transoceanic Link


1.5 - 20


34-155


622-5000



   Although the above bandwidth estimates are based on a number of realistic assumptions and are very informative, one should not think that we know how much bandwidth will really be needed in 5 years from now, whether it can be purchased, whether it can be afforded and how it will be used. What is almost certain is that it will be used in a radically different fashion than the one we can envision today. For example, there may be more distributed objects, and much higher speed video flows will also become possible using MPEG2 (5-15 Mbps), and possibly HDTV (270Mbps) as was recently announced in the following press release. 

September 15, 1999

“ResearchTV & Sony Electronics Inc. Reach Convergence Milestone in Success of High Definition Television Over Internet Demonstration

ResearchTV, a consortium of leading research institutions creating greater access to research information, has teamed with Sony Electronics' Broadcast and Professional Company to demonstrate the first ever streaming of High Definition Television (HDTV) over the Internet.  On September 9, computer engineers and television experts celebrated their first successful demonstration when an HDTV video stream was sent from the Stanford University campus in Palo Alto to the University of Washington (UW) campus in Seattle over the new high bandwidth Internet2 backbone.………University of Washington and Sony developers were extremely pleased as they viewed the success of their work that culminated in a 40 minute stream of HDTV video sent from Stanford over Internet2 to University of Washington in an almost "dropless" 270 megabit connection.  The demonstration used the highest quality industry standards with Sony HDCAM/HDVS (R) equipment to capture, encode, and compress HDTV video. The success in the transfer of data is a result of original software code written by UW programmers that encapsulated the data into packets which were reliably transferred across Internet2 and reassembled as HDTV video in Seattle. This is a significant achievement as currently most television broadcasts on the Internet employ connections of 20 to 200 kilobits per second using short clips of video shown in small windows on PC screens.”

5.1 - Evolution of circuit costs.

Although it is obviously very difficult to predict how circuit  and Internet access costs will really evolve in a very competitive market driven by a wide range of consumers (i.e. residential, business, research & academic), it is generally agreed that the data traffic will soon exceed the voice traffic (i.e. 12 Terabits/day in the 2000-2001 time frame (in terms of volume not revenues and/or profits) and that, subject to the right technologies and infrastructure being available, it could continue to grow exponentially for the foreseeable future, reaching 1000 Terabits by the end of 2005 (i.e. 100 times the voice traffic with an average monthly growth rate of 10%). 

There are many ways to approach the Telecommunications and Internet access costs, and there are also many ways to price the services (e.g. Internet could be more or less free to the consumer because Internet Service Providers generate (most of) their revenues from Content Providers). What probably matters most in the end is whether our bandwidth capacity needs are far beyond those of the mass market  or not? Despite the fact that high definition TV and/or distributed games with very high resolution 3D graphics, 16 bits colors, high refresh rate, etc, would require extremely high bandwidth to the home, this is unlikely to happen during the next 3 to 5 years on a massive scale. Therefore, even though the Internet will evolve towards a commodity market, it may only have limited impact on Gigabit/second prices by the start of LHC. In which case, the bandwidth capacity needs of the LHC experiments, as we know them today, i.e. 622 Mbps to 2.5 Gbps, would still be well ahead of the market, and would presumably be priced in proportion. This is actually similar to the PC situation where the average consumer needs one,  maybe two, PCs when the LHC experiments need several thousands of them. 

The purpose of the exercise below was to assess the odds of  purchasing very high speed circuits between CERN and some or all LHC regional centers by 2005, at affordable prices.

Three scenarios have been explored:

· a conservative scenario with an average price reduction of 15% per year, 

· a plausible scenario with an average price reduction of 33% per year (i.e. 55% every 2 years), 

· an optimistic scenario with an average price reduction of 50% per year, which is therefore less likely to happen unless the technological breakthroughs discussed above do materialize in the meantime. 

WAN Budget Forecast (622Mbps)
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In any case, there are many reasons to be rather more optimistic now than 3 years ago. The long awaited de-regulation of the European Telecoms that started in January 1998, has already had numerous beneficial effects. A number of high speed pan-European backbones are already, or will soon be, deployed. New transatlantic cables are also being deployed, and major Internet Service Providers have ambitious rollout plans. As far as CERN is concerned, but mostly due to the presence of an Internet eXchange Point in our premises, 8 Telecom Operators, including the former monopolies in France and Switzerland,  have fiber optic cables terminating at CERN, and more are planning to come. So, there is definitely no shortage of bandwidth in sight.

In terms of yearly budgets for single links, a real life example has been taken, namely that of the US Line Consortium (CERN, IN2P3, US HEP (DoE) and Canada HEP) which takes care of the CERN-Chicago transatlantic circuit. The discontinuity between 1998 and 1999 prices (factor 4/5) was due to exceptional conditions that may never happen again (i.e. liberalization of the European Telecom markets and change of circuit technology). 

As shown in the "WAN budget forecast" chart above, the chances of getting 622Mbps (OC-48c) or higher speed circuits by 2005 within the existing budgets appear to be very slim. The only hope, is that the third scenario turns out to be the right one (i.e. 50% price reduction/year).
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WAN Price Evolution (-15%/year from 1999)

In addition, the total budget would need to be proportional to the number of high speed circuits required between CERN and the LHC regional centers (i.e. between 5 and 10).

As noted already,  the European access costs (i.e. TEN-155) are about 50% lower than the transatlantic Internet ones, 30% EU subsidies not taken into account.

Nonetheless, one of the main message is that the HEP community must be prepared to a significant increase of the existing WAN budgets.

As suggested by David Williams in his ICFA report(s) available online via:

http://nicewww.cern.ch/~davidw/icfa/InterimSummary.html (Summary) 

or  http://nicewww.cern.ch/~davidw/icfa/InterimReport.html   (Full report), 

a promising way of purchasing bandwidth may be to lease capacity on new cable systems. 

For example, FLAG-Atlantic, owned by GTS, will offer 10 year lease of  8*STM-1 circuits between Geneva and New-York at the following prices:

· Down payment of 1.595 MUSD per STM-1 circuit.

· Yearly O&M (Operation and Maintenance) charge of 109 KUSD per STM-1 circuit.

The package is staged as follows: STM-1 unprotected (4Q2000), STM-1 protected (1Q2001), 2*STM-1 (4Q2002), 4*STM-1 (4Q2003),  8*STM-1 (4Q2004).

The interesting thing is that, at first sight, the deployment schedule is compatible with that of the LHC. A dumb calculation (i.e. 56*STM-1 during 10 years) leads to 336KUSD per STM-1/year, which would seem to bring credit to the –50%/year scenario. However, there may be a few snags. The prices above do not include the costs of the local loops, which can be very significant if we still needed to extend the circuits till Chicago, nor the Internet access costs.

 8*STM-1 is a rather awkward combination, as 4*STM-1 is OC12/STM-4 and the next SONET/SDH level is 16*STM-1, i.e. STM-16 or OC-48. It is not clear whether additional SDH equipment could be used in order to operate the circuits as two concatenated circuits, i.e. 2*OC-12c/STM-4  instead of 8 separate OC-3 circuits. Although scenarios, similar to FLAG-Atlantic, are worth investigating it seems that this kind of package is more targeted to Telecom providers or Internet Service providers than to users. 

Although this is probably pure utopia, one may dream that HEP will somehow manage to have access a few dedicated wavelength channels.

WAN Price Evolution (-33%/year from 1999)
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Although I am unable to identify the author of the quote below, and I also do not quite subscribe to it, I find it very interesting, as it shows the vision of an all, WDM based, optical communications world where bandwidth is plentiful, even to the home (at least in some part of the world)! In contrast with this optimistic view, some experts even doubt that WDM will make its way into Metropolitan Area Networks (MAN), for economical and network management reasons, excepted in special situations.

“There can be little doubt that the communication super-highway of 2005 will be rainbows of on-line bit rates of several dozen of Terabit/s and that DWDM, having made inroads into the (smaller) access channels of towns and local loops, will be extensively used in optical information processing (routing and cross-connecting). Consequently DWDM will be well prepared for the ultimate step, which is to increase the number of colored channels distributed to subscriber’s homes!” 

WAN Price Evolution (-50%/year from 1999)
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Some predictions and conclusions.

By 2005, high speed access (i.e. OC-12c (622Mbps) or more) to the public Internet will be possible, high speed dedicated links on managed data networks will also be possible. 

RSIP (Realm –Specific IP), or similar proposals, will become accepted ways of deploying NAT like (Network Address Translator) functionality, without breaking end to end transparency, and may a major impact on the extension of the Ipv4 lifetime. 

It is unlikely that IPv6 will have much impact, however, it is likely that a widely accepted strategy to migrate from the existing IPv4 world will be developed. It may well be that this strategy will imply some extensions of IPv6

A new routing system may be deployed in order to cope with the growth of the network and to contain the number of prefixes that need to be routed. 

MPLS may replace ATM in some Internet backbones.

ATM will not disappear.

WDM will be ubiquitous in long distance networks and may also be deployed in some Metropolitan Area Networks (MAN) environments. It is very unlikely that WDM will make its way to the home. 

SONET will not disappear but alternatives will exist (e.g. Cisco DPT technology). 

IPSEC will start to be deployed. 

New “killer applications” not layered on HTTP may appear, the prevalent client-server model of today may be replaced by something else. In any case, there will be far more hosts with server capabilities than today. 

It is not clear whether multicast or ad-hoc technology like Real Networks, Freeflow (i.e. overlay networks of servers) will be used to distribute real time contents seamlessly (i.e. with acceptable delay and jitter). 

IP telephony may have a real impact, in any case most Internet applications and first of all the Web will better integrate voice and video and will also provide gateways to the public telephony network. 

The hype surrounding IP Telephony and diffserv is not without bearing many  similarities with what happened with ATM and RSVP, for example. For sure, IP telephony will mature, will be more wide spread and will somehow be integrated in Web applications. Whether large scale deployment of IP telephony in the public Internet will really happen is extremely doubtful. Except in some special cases (e.g. countries where Telecom still have monopolies, private networks), there does not appear to be any obvious and significant economic advantages in favor of  packet rather than circuit mode (the main difference to the end user is flat vs usage based rate). This latter point is obviously not accepted by ISPs who are not themselves incumbent telephone operators. 

The impact of Games, ICQ and IM technologies, Internet appliances, VCR, wireless, etc, which is sure to be very profound, on the way the next generation Internet will be organized, is for further study. 

“Significant engineering barriers must be overcome for new services to be widely available. In the case of a wireless Internet, not the least of these will include robustness of the devices themselves, battery lifetime, ease of use and cost (V. Cerf).”

SUMMARY.

For non-specialists, this network technology report is most certainly far too long and difficult to read, but the main messages are, in fact, rather simple:

1. Fiber optic technology is making gigantic progress at very impressive steps. The fast introduction of WDM equipment on existing or new fiber plants is opening serious prospects that bandwidth may be a lot cheaper in some years from now.

2. There is a serious mismatch between what electronics can deliver and what fiber optic could allow. The prospects of having Terabit/second routers, "All Optical" routers or a combination of the two are very slim in the next 2-3 years. However, there is no doubt that new router products will appear, just in time, as was always the case till now, in order to fulfill the needs of the Internet Service Providers.

3. The success of the Internet technology in public and private networks and the proliferation of new Internet services is generating an explosion of the demand for:
· Low to medium  speed Internet access  from residential users (e.g. ISDN, xDSL, cable TV, mobile)

· High to very high speed Internet access from business, academic and research users.

4. The aggregate growth of the overall access capacity to the Internet is putting very high pressure on Internet Service Providers' infrastructure (i.e. PoP, trunks), unfortunately these cannot be scaled easily as the necessary technology is not quite there yet. 

5. In any case, the cost of bandwidth, be it for data circuits or Internet access, is decreasing rapidly. Unfortunately, the multiple 622Mbps circuit needs of the LHC experiments may be difficult to achieve without a major increase (i.e. factor 3 to 5) of the existing budgets for wide area networking. 

6. The way in which worldwide research networking will be organized in year 2005 is impossible to predict. Let just hope that it will be, at least as good, as what we enjoy today

Annex 1: Technology update

1.1 - Emerging Terabit routers and “All Optical” routers 

In a recent issue of the Alcatel Telecommunications Review (2Q 99) the following view regarding the evolution of Internet routers towards optical routers, was offered: “The switching and routing domain, for which optics is still in its infancy, is experiencing the limitations of electronic processing. Today’s electronic routers are struggling to scale with the growth of the data traffic, a problem that can only get worse.  While the processing capabilities of the silicon doubles every 18 months (Moore’s law), IP traffic demands are growing much more rapidly. Eventually the emerging generation of (Terabit) routers, which is an extension of the first generation, will be unable to cope with the growth of the Internet traffic, making it essential to realize a technological breakthrough. The approach used by many companies in building third generation routers is to use parallel processing techniques to extend the current capacity of electronic routers. However, the feasibility of this approach has yet to be demonstrated. Another approach is to design optical routers based on WDM technology, which might ultimately bridge the gap between the transport and routing domain………….

Among the key enabling technologies are high-speed electronics (10/40 Gbps), based on either Si-Ge (Silicon-Germanium) or III-V semi-conductor material (e.g. Gallium-Arsenide), and state of the art high speed optical switching technology. A combination of functions from both technologies can be used to build multi terabit/s optical packet routers operating at a line rate that is scalable in terms of both interface speed and overall capacity”
Since 1996, the large US Internet Service Providers, so called “Tier 1” ISPs, have been actively deploying OC-12c (622 Mbps) then OC-48c (2.5 Gbps) backbones. During the last years, it became increasingly clear that Cisco was no longer able to deliver the right product at the right time and also at the right price, thus paving the way to a surprisingly high number of new entrants. Given the unique functionality of the Cisco routers, it is hard to see how Cisco could quickly lose their quasi-monopoly situation in most Internet networks, however, it looks like Juniper, in particular, but also Avici and Nexabit, and possibly others, may successfully establish their routers in the core of the new OC-48c (2Gbps) Internet backbones (e.g. C&W, MCI/Worldcom, GTS).

In its August 99 edition, Data Communications provides interesting information on Terabit Router manufacturers, high end router performances and high speed Interface prices:

 “4 out of 8 (Terabit routers) startups have already been acquired (Argon, Netcore (Tellabs), Nexabit (Lucent/Ascend), Packet Engines (Alcatel). Others (have developed cooperation) agreements, Avici,  Pluris, Juniper. In the case of Juniper, the startup’s stock went from 30USD to 105USD on the day of its introduction (IPO) and kept climbing since then, (following the announcement by C&W and MCI/Worldcom, for example, to deploy M40 routers in the core of their Internet backbones). 

As of June 1999, only Avici, Cisco, Juniper, Netcore and Packet Engines are shipping products. Avici has the only “Terabit” box on the market. However nobody can really deliver Tbit/s (today)!  In practice, the vendors tend to multiply the number of ports by the port speed, e.g. 11*OC-48 (Cisco 12000) yields 27.5 Gbps (*2 (fullduplex) = 55 Gbps).

Other vendors gauge their product by the speed of the internal architecture, e.g. Nexabit’s 64000 whose total port capacity is 160 Gbps, claims  capacity of 6.4Tbps (without disclosing much detail of their (patent pending) architecture). Another way of inflating the performance is to pretend that a multi-chassis cluster is a single logical device, which is how Pluris claims 184 Tbps, i.e. 128*1.44 Tbps.”

In terms of packet per seconds (pps), a fully loaded Cisco 7513 can handle 1Mpps, Cisco’s 12000 router performance is  unknown, but its successor, the Cisco 12000+, is expected to be seven time faster! Argon (GigaPacket) claims 7.5Mpps, and Pluris 990Mpps (Terabit 20000 router).

In order to handle packets at wire speed, complex ASICs (Application Specific Integrated Circuits) need to be developed. For example, Juniper’s M40 Internet Processor ASIC contains more than 6.5 millions transistors and over 1 million gates. As a comparison, the new Intel Pentium has 7.5 million transistors.

 Stabilizing the ASIC seems to be a real challenge, Netcore and some others are advocating the use FPGA (Field-Programmable Gate Arrays).

Nexabit & Avici are the first vendors to claim that OC-192 interface are coming. Big carriers like MCI/Worldcom, C&W, Williams Communications are just starting to deploy OC48 based backbones. OC-48 uses faster GaAs (Gallium Arsenide) semiconductors. Most experts are highly skeptical about OC-192 interfaces really able to forward packets at line rate (i.e. 10Gpps) appearing soon.

One thing is sure, next generation Internet backbones are not going to be cheap to build, OC-48c interface prices range from 45KUSD (Pluris) to 120KUSD (Lucent Packetstar), Nexabit’s list price for OC-192 interfaces is 250KUSD.”

A major problem faced by all ISPs today, is that there is no satisfactory way to build very large PoPs (Point of Presence). The way in which the traffic is aggregated and fed into the core of the backbones, do not scale and are not cost effective. Indeed, the current design often involves a collection of routers connected around ATM switches, that are used as a fast Layer 2 switching fabric between the Layer 3 devices. The Intra PoP connections, which can absorb a significant fraction of the total router and/or switch bandwidth available, are achieved by connecting the line card ports or the LAN interfaces of the routers and/or ATM switches in order to allow traffic to transit from any ingress port to any egress port in the PoP. 

The new generation of high end core and access routers is expected to provide a scalable and cost effective solution to the PoP scaling problem. 

1.2 - Wavelength Division Multiplexing (WDM)

In a fairly recent issue of the Alcatel Telecommunications Review (3Q 98) titled “Photonics – Fiat Lux” the following information about the new, soon to be, commercial WDM systems was provided:

“As traffic continues to increase exponentially, optical technologies are bound to play a greater role in future telecommunications networks. Transmission systems based on WDM are now heading towards capacities of several hundred Gbit/s. The next frontier is Terabit transmission which will be achieved with a combination of WDM and Time Division Multiplexing (TDM), the ultimate vision being an all-optical network"

40 Gbit/s – The Next Target

“WDM offers a way of greatly increasing the performance of installed fiber optic transmission lines. Using wavelengths in the 1530-1560 nm range spaced 100GHz apart it is possible for a single fiber to carry more than 40 channels. Improvements in the performance of Optical Fiber Amplifiers (OFA) are now increasing the wavelength threefold to more than 100 nm. In parallel, the wavelength spacing is narrowing towards 50GHz. This large increase in total bit rate capacity is also being boosted by increases in the basic bit rate using TDM WDM systems at 10Gbps (a fourfold increase 4*2.5) are at present the leading configuration for newly installed systems. As the increase in capacity benefits from improvements in WDM and TDM, 40Gbps systems appear to be the next target.”

Regarding the capacity per wavelength, there seems to be agreement on 10Gbps (OC-192), instead of 2.5Gbps (OC-48), thus making 16*10=160Gbps possible in year 2000 on the new submarine cables. It is also expected that the OC-192 investments made by the carriers will exceed those of OC-48 equipments from year 2000, i.e. 500MUSD/year.

Therefore, one can expect the evolution of the number of WDM channels (i.e. 32,64, 80, 128,..), combined with reduced channel spacing 200 GHz (WDM), 100 GHz (DWDM) possibly 50 GHz (0.4nm), or even 25GHz, to continue. At the same time, the transmission window within which the laser sources are produced, and for which the amplifiers can provide a flat gain characteristic, will  also continue to expand. The 30nm band commonly used today will soon increase to 60nm, breaking the 1600nm barrier. We can therefore imagine that, very soon, 200 wavelengths at 2.5Gbps will be possible. The other important change under way; is that system providers already envisage the deployment of WDM networks operating at the basic TDM rate of 10Gbps instead of 2.5 Gbps, at least in the new parts of their backbones. 

The WDM technology, which is mainly used in point to point mode, will also evolve fast with the emergence of Optical Add-Drop Multiplexers (OADM), Optical Cross Connects (OXC), Optical transponders, etc. However, the SONET transmission and management layer will not be replaced before equivalent fault detection and repair techniques have been developed.

Indeed, the, much criticized, SONET/APS (Automatic Protection Switching), because of the associated waste of bandwidth, needs to find some equivalent in the new WDM world. 

There is an apparently credible proposal from Cisco called DPT (Dynamic Packet Transport) that tackles the SONET/SDH replacement problem. 

Annex 2: Internet Architecture Board (IAB)  workshop (Utrecht, July 1999).

The Internet Architecture Board (IAB) recently held a workshop in Utrecht whose goal was to discuss the current state of the Network Layer and the impact various, either currently deployed or future, mechanisms and technologies might have on the continued growth and usage of the Internet.

The participants looked into several technical scenarios and discussed the feasibility and probability of the deployment of each scenario.  Among the scenarios were for example 

· full migration to IPv6, 

· IPv6 deployment only in certain segments of the network, 

· No significant deployment of IPv6 and increased segmentation of the IPv4 address space due to the use of NAT devices.

Based on the discussion of these scenarios several trends and external influences were identified which could have a large impact on the status of the network layer, such as the deployment of: wireless network technologies, mobile networked devices and special purpose IP devices.

The following technical issues were identified to be important goals:

· Deployment of end to end security

· Deployment of end to end transport

· Global connectivity and reachability should be maintained

· It should be easy to deploy new applications

· It should be easy to connect new hosts and networks to the Internet ("plug and ping")

The participants came to a number of conclusions and observations on several of the issues mentioned above:

Transparency

In the discussions transparency was referred to as the original Internet concept of a single universal logical addressing scheme and the mechanisms by which packets may flow from source to destination essentially unaltered. This traditional end to end transparency has been lost in the current Internet, specifically the assumption that IPv4 addresses are globally unique or invariant is no longer true.

There are multiple causes for the loss of transparency, for example the deployment of network address translation devices (NAT), the use of private addresses, firewalls and application level gateways, proxies and caches. These mechanisms increase fragmentation of the network layer, which causes problems for many applications on the Internet. It adds up to complexity in applications design and inhibits the deployment of new applications.  In particular, it has a severe effect on the deployment of end to end IP security.

NAT, Application Gateways & Firewalls

The deployment of NAT, application level gateways and firewalls causes loss of network transparency.  Each of them is incompatible with certain applications because they interfere with the assumption of end to end transparency.  Especially NAT complicates setting up servers, peer to peer communications and "always-on" hosts as the endpoint identifiers, i.e. IP addresses, used to set up connections are globally ambiguous and not stable.

NAT, application gateways and firewalls however are being increasingly widely deployed as there are also advantages to each, either real or perceived.  Increased deployment causes a further decline of network transparency and inhibits the deployment of new applications.

……………………………………………………………..

Observations on Address Space

There is a significant risk that a single 32 bit global address space is insufficient for foreseeable needs or desires.  The participants' opinions about the time scale over which IPv4 addresses will not be available anymore ranged from 2 to 20 years.  At this moment users cannot obtain as much IPv4 address space as they desire.  This is partly a result of the current stewardship policies of the registries.

It was concluded that it ought to be possible for anybody to have global addresses when required or desired.  The absence of this inhibits the deployment of some types of applications.  It should however be noted that there will always be administrative boundaries, firewalls and intranets, because of the need for security and the implementation of policies.  NAT is seen as a significant complication on these boundaries.  It is often perceived as a security feature because people are confusing NATs with firewalls.

Routing Issues

A number of concerns were raised regarding the scaling of the current routing system.  The number of 100K prefixes in routing tables might be the limit that BGP4+ can handle.  Not only the computational load, but also robustness and security of the current routing system are important issues.  The implementation of topological routing, and therefore addressing, would require renumbering.  This remains operationally difficult and expensive. It is not clear whether the deployment of IPv6 would solve the current routing problems, it should however make renumbering easier.

Another issue that was identified is the convergence time of routing during a fail-over.  Currently convergence time is in the order of 30 seconds, and that might get worse.  Especially for real time applications that need sub-second convergence this is a problem.

We either need a next generation routing system that can handle the current entropy in the topology or real easy renumbering for garbage collection in the routing graph.  Assuming the case where there would not be a distinguished root global address space anymore, nobody had an idea how to make such a system work.  There is currently no well-defined proposal for a new routing system that would solve the problems.  The GSE/8+8 proposal and the analysis of the group that studied the proposal is still being examined by the IESG. There is no consensus whether this proposal could be deployed.

Observations on Mobility

Mobility and roaming require a globally unique identifier. This does not have to be an IP address.  Mobile nodes have to be located on the network, which is an issue if private IP addresses are used or the IP address is ambiguous. Currently tunnels are used to route traffic to a mobile node.  Another option would be to maintain state information at intermediate points in the network if changes are made to the packets.  This however reduces the flexibility and it breaks the end to end model of the network. Keeping state in the network is usually considered a bad thing. Tunnels on the other hand reduce the MTU size.  Mobility was not discussed in detail as there will be a separate IAB workshop on this issue in the near future.

DNS issues

In the case that IPv6 will be widely deployed it is foreseen at this moment that frequent renumbering will take place.  This will have an impact on DNS updates.  It is not clear what the scale of DNS updates might be, it could be millions a day.  Deployment of the A6 record type which is defined to map a domain name to an IPv6 address, with the provision for indirection for leading prefix bits, could make this possible. Another issue is the security aspect of frequent updates, as they would have to been done dynamically. Unless we have fully secured DNS, it could increase security risks. Cached TTL values might introduce problems as the cached records of renumbered hosts will not be updated in time.  This will become especially a problem if rapid renumbering is needed (days versus hours versus minutes).

Another already mentioned issue is the deployment of split DNS. This concept is widely used in the Intranet model, where the DNS provides different information to inside and outside queries.  This does not necessarily depends on whether private addresses are used on the inside,  firewalls and policies may also make this desirable.  The use of split DNS seems inevitable as Intranets will remain widely deployed.  But operating a split DNS raises a lot of management and administrative issues.  As a workaround a DNS application level gateway may be deployed which intercepts DNS messages and modifies the contents to provide the appropriate answers.  This has the disadvantage that it interferes with the use of DNSSEC.

The deployment of split DNS, or more generally the existence of separate name spaces, makes the use of Fully Qualified Domain Names (FQDNs) as endpoint names more complex.

NAT and RSIP

Realm-Specific IP (RSIP) is designed as an alternative to network address translation (NAT).  It allows a client in one routing realm to directly use addresses and other routing parameters from a second realm.  The addresses and other information are obtained from an RSIP server and the packets are tunneled across the first routing realm. This architecture does not break the end to end model as NAT does, but it does require that hosts are modified to act as an RSIP client.

An important difference between NAT and RSIP is that an RSIP client is aware of the fact that it uses an IP address from an other address space, while with NAT both endpoints in either space the address translation is transparent.  This means that NAT will not work with protocols that require that the IP addresses remain unmodified between the source and destination.  It is a widely held view that in the longer term the complications with NAT might be a serious handicap.

It was concluded that in the case of widely deployed NAT and RSIP a core of global address space with a coherent DNS must be assumed for this to work.  If optimistic assumptions are made about RSIP (it is still being defined and a number of features have not been implemented yet), the combination of NAT and RSIP seems to work in most cases.   Whether RSIP introduces specific problems, e.g. with end to end security, remains to be determined.

Both NAT and RSIP may have trouble with the future killer application, especially when this needs QoS features, security and/or multicast.  And if it needs peer to peer communication (i.e. there would be no clear distinction between a server and a client) or assumes "always-on" systems, this would probably be complex with both NAT and RSIP.

NAT, RSIP and IPv6

Assuming IPv6 is going to be widely deployed, NAT could have a function in the transition process from IPv4 to IPv6. Maybe RSIP could have a similar function.  RSIP has substantially less impact on applications than IPv6 has, and needs less change to the routing infrastructure.  However, for hosts to deploy RSIP a new TCP/IP stack has to be implemented on them, just as with IPv6 hosts. The development of RSIP is behind on IPv6, and more study into RSIP is required to determine what the issues with RSIP might be.

Observations on IPv6

An important issue in the workshop was whether the deployment of IPv6 is feasible and probable. It was concluded that the transition to IPv6 is plausible modulo certain issues.  For example applications need to be ported to IPv6, and production protocol stacks and production IPv6 routers should be released.  The core protocols are finished, but other standards need to be pushed forward (e.g. MIBs). A search through all RFCs for dependencies on IPv4 must be done (like for the Y2K problem has been done) and if problems are found they must be resolved.  As there are serious costs in implementing IPv6 code, good business arguments are needed to promote IPv6.

One important question was whether IPv6 could help solve the current problems in the routing system and make the Internet scale better. It was concluded that "automatic" renumbering is really important when prefixes are to be changed periodically to get the addressing topology and routing optimized.  This also means that any IP layer and configuration dependencies in protocols and applications will have to be removed. One example that was mentioned is the use of IP addresses in the PKI (IKE).  There might also be security issues with "automatic" renumbering as DNS records have to be updated dynamically.

Another issue is whether existing TCP connections (using the old address(es)) should be maintained across renumbering.  This would make things much more complex and it is foreseen that old and new addresses would normally overlap for a long time.  There was no consensus on how often renumbering would take place or how automatic it can be in practice; there is not much experience with IPv6 renumbering (maybe only for small sites).
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